Extension to qualitative beliefs

The frame and the DSm models are the same as for quantitative beliefs

The (qualitative) masses/bba’s are now defined by linguistic values (labels)
taking values in L = {Lg, L1, Lo, ..., Ly, Ly,11} in such a way that

Lo <Li <Lo<...< Ly < Ly

very low, low,

Assumption : We consider linguistic labels as equidistant

Idea : Define operators on labels by mapping L within [0,1], and works
also with refined labels to avoid approximations in results.
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Basic qualitative operators for labels

e Label addition :

La + Lb — La+b
since mC—L|—1 + ml—)l—l — TCrLL_—||_—bl
e Label multiplication : More operators have been defined
Lo in the Field and Linear Algebra of
@ % Hb = S(ab)/(mt1) Refined Labels (FLARL) [Chap 2,
: a b ab)/(m—+1 DSmT Book 3].
S111Ce m+1 - ml = ( )77/7,(—|—1 ) ]

e Label division (when Ly # Lg):

Lo + Ly = Lia/v)(m+1)

SlnCem+1 T+l b M1 .

Qualitative bba:  gm(.) : G® — L

Normalized Qualitative bba:

gm(0) = Lo = Lyin  and > xecoe qM(X) = L1 2 [oax



Fusion of qualitative beliefs

All quantitative fusion rules can be easily exented/adapted for the
fusion of qualitative belief thanks to FLARL and qualitative operators

for labels. Linguisticladdition & & masses
Qualitative conjunctive rule: gmacr(X) = Z H g (X;)

X1,...,X,€29 1=1
XiN..NXs=X

S
Total qualitative conflict: Ki{ .= Z H gm; (X;)
T X1,...,Xs€2° =1
Qualitative DSmH rule: X1M..NX =0

P(X) = Lms if X ¢ 0 qmqDSmH(@) j
4(X) = Lo otherwise | dMapsmi(X) = 9(X)- [6151 (X) + q92(X) + ¢S3(X )}

qS1(X), ¢S2(X) and ¢S3(X) are qualitative counterparts of quantitative functions S7(X), So(X) and S3(X).
Qualitative PCRb5rule:

g-PCR5 has the same expression as classical/quantitative PCR5 formula except that all operators
involved in g-PCRS5 are qualitative operators on labels defined previously.



Example of qualitative fusion

O = {61,605} with Shafer’s model

L = {Lo, L1 = very poor, Ly = poor, L3 = good, Ly = very good, L5}  (m = 4)
qmi(01) = L1, qmi(02) = L3, qmi(61Ub02) =L,

Normalized inputs
qmo(01) = Lo, qme(02) = L1, qmo(61Ub02) = Lo

Conjunctive consensus

qmi2(01) = gmi1(01)gma(01) + gm1(01)gma(01 U b2) + gmq (01 U O2)gma(61)
:L1 XL2—|—L1 XLQ—I—Ll XLQ

:L%—I—L%—I—Ll2 =) = L :L1.2
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Similarly, one will obtain
qmi2(02) = gmq(02)gma(02) + gm1(02)gma (61 U b)) + gmq (61 U O3)qgma(62) = Lo

qgmi2(01 U 02) = gmq (01 U0O2)gmo(01 Ub02) = Lo4
and the conflicting qualitative mass to redistribute

qmi2(01 N O2) = gmq(01)gma(02) + gm1(62)gms(01) = L1 4



Example of qualitative fusion (cont’d)

Fusion with gDSmH

For the fusion with qDSmH, the mass of 68; N6 is transferred to 6; U6,. Hence:
qmgpsmu(01) = L1 .2 qmgpsmu (02) = Lo qmgpsmu (01 N 02) = Ly

qmgpsmu (01 U62) = Loa+ L4 = L3

FUSiOn Wlth qPCRS The conflicting mass qmq2(61 N 0O3) = Ly 4 is transferred to #; and to 65 in the

following way:
gmiz(61 N 02) = gma(61)gma(02) + gma(01)gm1(02)

Then, gm1(601)qgmeo(02) = L1 X L1 = L% = L% = L o is redistributed to 61 and
6> proportionally with respect to their qualitative masses put in the conflict L
and respectively Li:

To, _ Yo, _ Lg.o _ Lg.o _ Lg.o
Ly Ly L1+ Ly Lin Lo

= Loz25=L1 = Los

1
2

whence xg, = yg, = L1 X Lo.s = L1os = Los = Lo

5 5



Example of qualitative fusion (cont’d)

Fusion with qPCRS5 (cont’d)

qmi2(01 N b2) = gmq(01)gma(02) + gma(61)gmi1(02) = Loo + L1o = L1 4

«
Similarly, gmeo(61)gm1(02) = Lo X L3 = L23 = L6 = L1 has to be redis-
tributed to #; and 65 proportionally with Lo and L3 respectlvely

Tp, _ y’ﬁ _ L2 _ Li2  Lio
Ly L3 Lo+Ls Lotz  Ls E

xp, = Ly X Ly = L212 = L2a = Loag
whence ,
y92:L3XL1.2:L3-5¢2 — L3ss :L072

Adding all these redistibutions to the qualitative masses of #; and 65 respec-
tively, one gets:

qgmgpcrs(01) = qmaz(61)+xe, +xy, = L1.2+Lo1+Loas = L1.240.140.48 = L1.78

qgmgpcrs(02) = gqmia(02) + yo, +ys, = Lo+ Lo.1 + Lo72 = Layo.140.72 = Laso

qmepcrs (01 U 0) = gmia(01 Ubs) = Lo 4

qmqpcrs(61 NO2) = Lo which 1s normalized



Example for gBCR17 (hybrid model)

qBCR17 1s the direct extension of BCR17 for qualitative belief based on operators on
labels (FLARL). It formula is given in DSmT Book 3.

Example ©=1{A,B,C, D} L = {LO,Ll,LQ,L37L4,L5,L6}
' ) Input: ¢gm(A) = L1, ¢qm(C)= L1, qm(D) = Ly
Conditioning event = AU B

C

gm(D) = Ly is transferred in a prudent way to (AU B) N D = BN D according
to our hybrid model, because BN D is the 1-largest element from A U B which
is included in D

gm(C') = L1 is transferred to A only, since it is the only element in AU B whose
qualitative mass gm(A) is different from Lg (zero).

gmqecri7(A|AU B) = Ly gmgpcri7(D|AU B) = Lg
qmgpcr17(C|AU B) = Lo gmqsori7(BND|AUB) = Ly

Result :



Fusion of sources with different importance

The importance of a source is different of its reliability and is specially
important in Multicriteria Decision Making (see example in part 4)

Question: How to deal with importance ?

Answer: Use importance discounting with PCR5 (or PCRé6) fusion rule
Importance discounting with 8 € [0, 1]: Reliability discounting with a € [0, 1]:

mg(X) = B-m(X), for X #0 # {ma(X)za-m(X), for X # ©
ma(@) :,B-m((b)—}—(l—ﬁ) ma(©) =a-m(0) + (1 — a)

The importance discounting keeps the specificity of original information contrariwise to
classical reliability discounting approach.

The fusion of (importance) discounted bba’s is done using

_ my (X)*ma(Xz) | ma(X)*my(Xs)

mpors, (X) = ), mi(X)ma(Xa)+ Y, 02 C0) + ma(062) T ma(X) + ma ()
X1,X2€2° X2€2°
XiNXo=X XoNX=0

The importance discounting cannot be used efficiently with Dempster’s rule since it doesn’t
respond to the discounting towards the empty set - see [Smarandache-Dezert Fusion 2010]



Example of importance discounting with PCR5 fusion

Example 1:

mg(A) — 04, mg(B) —

Case | : No discounting

Case 2 : Importance discounting with

Let’s consider © =

{A, B}, Shafer’s
model, and two sources with respectively bba’s m1(.)
and mo(.) given by mi1(A) = 0.8, m1(B) = 0.2 and

0.6.
mg, —=1() mg,—1() | mi12() | mpoRrs()
0 0 0 0.56 0
A 0.8 0.4 0.32 0.64
B 0.2 0.6 0.12 0.36

B = 0.2

B2 = 0.8

m,@1=0.2<')

mg,=0.8(-)

mi2(.)

TTO
™m
P

T

3

()
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o

Case 3 : Reliability discounting with

1)
1) 0.80 0.20 0.9296 0
A 0.16 0.32 0.0512 0.43
B 0.04 0.48 0.0192 0.57
a1 = 0.2 a9 = 0.8
ma,=0.2(-) Ma6=0.8(") m12(.) mpcoRs(+)
1] 0 0 0.0896 0
A 0.16 0.32 0.3392 0.3698
B 0.04 0.48 0.4112 0.4702
AU B 0.80 0.20 0.1600 0.1600




Mixing reliability and importance discountings

Method |: Step |:Apply reliability discounting, then
importance discounting to get m,, 3,(.). Then use PCR5@ or
PCRé6g to combine them;

Step 2: Apply importance discounting, then reliability
discounting to get Mg, «,(-) .Then use PCR52 or PCR6g to
combine them and normalize the bba;

Step 3:Average the results of steps | & 2

Method 2: Step |:Apply reliability discounting to

get Mg, (.) .Then use PCR5 or PCR6 to combine them;
Step 2: Apply importance discounting, to get mg, (.) - Then
use PCR5@ or PCR6g to combine them and then normalize.
Step 3:Average the results of steps | & 2

see [Smarandache-Dezert Fusion 2010] paper
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Probabilistic transformations

Why ? Useful for decision-making under uncertainty and/or for mixing
uncertainty management techniques with purely Bayesian approaches
and filtering techniques (i.e. PDAF, JPDAF, MHT, etc)

Purpose: One wants to approximate a bba m(.) by a probabiliy measure P(.)

Solutions: Many solutions exist (Pignistic, Sudano’s, Cuzzolin’'s, DSmP, ...)



Generalized Pignistic Transformation

It allows to build a subjective probability measure P{.} over hyper-power set to
help the decision making under uncertainty (other issues are possible).

P{A} = Z@ CA;LX( ;)A)m(X) P1A} = betP{A}

in Smets’ TBM context

Cm(X) = DSm cardinality of X = # of parts of X in Venn Diagram for model M under consideration

XNA
Classical Pignistic Transform (CPT) P{A} = E ’ X |m(X)
Xe2°

GPT reduces to CPT when Shafer’s model is used

Property : Bel(A) < P{A} <PI(A) Other alternatives exist

[Sudano 2002, 2003, Cuzzolin 2007, DSmP 2008]
CPT & GPT are not invertible.



Examples for Pignistic Transformation

Based on free-DSm model

0, 0y
€8
Based on Shafer’s model

0, 02
N

01 N O 0

O = {61,0,)} D® ={0,0: N 6,61,05,6, U8B}

P{0} =0
PO} = m(6)) + %m(ez) + (0 N 6s) + %m(@l U6s)
P02} = m(62) + Zm(B:) + m(B: 165) + Sm(6r U )

1 1 1
P{91 N 92} = §m(92) + Em(ﬁl) + m(91 N 92) + §m(91 U 92)

P{@l U (92} = P{@} = m(@l) + m(ﬁg) -+ m(91 N 92) -+ m(01 U (92) =1

P{0} =0
P{6: N6} =0

P{OL) = m(6)) + %m(@l U6y)

P{0y} = m(0) + %m(@l U6y)

P{@l U 92} = m(@l) + m(92) + m(61 U (92) =1



Sudano’s Transformations (2001-2006)

All these transformations have been developed in DST framework only.

Y
PrPl(X) = PI(X) - Y@@ZXCY C;E’]Sl()y)] based on a mapping proportional to plausibility
PrBel(X) = Bel(X)- Y m(Y) : : -
rBel(X) = Be 2= CS[Be(Y) based on a mapping proportional to credibility
compound-to-sum of singletons (CS) operator CS[f(Y)] & Z F(Y3)

Y;€29,]Y;|=1,U,;Y; =Y

PrNPl(X):% Yoo omY) = ! PI(X)

A mapping proportional to normalized plausibility
Y €29, YNX#(

where A is a normalization factor.

PraPl(X) = Bel(X) +¢- Pl(X) mapping using both Bel(.) and PI(.)
with ¢ = (1 o ZYG2@ Bel(Y))/(ZYe2@ PZ(Y)
m(Y) . .
PrHyb(X) = PraPIl(X) - hybrid mappin
rHyb(X) raPl(X) Yz;@ CS[PraPI(Y) Y PPINg
c
XCY

There exist cases where Sudano’s transformations cannot be computed (division by zero) and
they do not provide n general the max of PIC. PrNPL has an abnormal behavior also:

Say if © = {A, B,C} and m(A) = 0.2, m(B) = m(C) =0 and m(B U C') = 0.8, then
PrNPl(A) = 0.1112 < m(A) = 0.2



Simple example of Sudano’s Transformations

© = {A,B} with Shafer’s model  Belief mass |

: AT B [AUB Bel(5) =0.
G® =2°=1{0,A,B,AUB

1 } m(.) | 0.3 | 0.1 0.6 < Pl(A) = 0.9

PI(B) = 0.7

9-10.3/0.9+0.6/(0.9 4+ 0.7)] = 0.6375 PrBel(A)

0. 0.3-[0.3/0.34 0.6/(0.3 + 0.1)] = 0.75
0.7-[0.1/0.7 + 0.6/(0.9 + 0.7)] = 0.3625  PrBel(B) = 0.

PrPI(A)
1-]0.1/0.1+0.6/(0.34+0.1)] =0.25

PrPI(B)

PrNPIl(A) =0.9/(0.9 + 0.7) = 0.5625
PrNPIl(B) =0.7/(0.9+ 0.7) = 0.4375

= (1- ZY@@ Bel(Y))/(ZY@@ PI(Y) e €= 0.9.+O

PraPI(A) = 0.3 +0875|- 0.9 = 0.6375
PraPl(B) = 0.1 + 08875 0.7 = 0.3625

A [ 0.3 0.6 | whereas BetP(.) gives
PrHyb(A) = 0.6375 - + = 0.6825
. . 362
0 (?3175 0 6375020 5625 BetP(A) = 0.3 + (0.6/2) = 0.60
PrHyb(B) = 0.3625 - [— ' = 0.3175 _ -
rHyb(B) = 03625 [ooor + 5 s 03625 BetP(B) = 0.1+ (0.6/2) = 0.40




Cuzzolin’s Transformation (2007)

Fabio Cuzzolin proposed in 2007 in the DST framework the following transformation based
on a geometric interpretation of the Dempster-Shafer combination rule.
Total Non Specific Mass

A(6;) /

+ — X TINSM

with A(6;) 2 PI(0;) —m(0;) and TNSM =1-3 m(B,) = S m(A)

=1 Ac29 | A|>1

CuzzP(0;) = m(0;)

Remarks

| - CuzzP comes from the Cuzzolin’s geometric interpretation of DS rule, but DS
rule is not very efficient for combining high conflicting belief masses.

2 - CuzzP is not satisfactory since some parts of the masses of partial ignorance,

say A, involved in TNSM are redistributed back to singletons which are not
included in A.

Example: If © = {A, B,C},then m(A U B) > 0is redistributed a bit back to C but only A and
B are involved in this partial ignorance !!!

3 - CuzzP doesn’t not provide max of PIC.

4 - CuzzP is mathematically not defined when m(.) is already a probabilistic mass.



Simple example of Cuzzolin’sTransformation

© = {A,B} with Shafer’s model  Belief mass
) Bel(B) = 0.
GGZZ@:{@,A,B,AUB} A B AUB <

m() | 03 | 0.1 | 0.6

A(A) = PI(A) —m(A) = 0.6
TNSM = m(AU B) = 0.6
A(B) = PI(B) — m(B) = 0.6

A(A) 0.6

CuzzP(A) = m(A TNSM = 0.3 2 0.6=0.

uzzP(A) =mlA) + SO AB) i@ 06 20— Y
A(B) 0.6

CuzzP(B) = m(B TNSM = 0.1 0.6 = 0.4

uzzP(B) =m(B)+ K6 AB) 5o+ 06 004

In this particular example, CuzzP(.) coincides with BetP(.)



DSm Probabilistic Transformation (DSmP)

Development of a new probabilistic transformation, denoted DSmP(.), of any
basic belief assignment m(.) into a subjective probabilistic measure.

DSmP «maximizes» the Probabilistic Information Content (PIC) of the
approximation, contrariwise to other approaches (PIC=1="Deterministic”
distribution, PIC=0=uniform distribution).

Note: DSmP provides the max of PIC WITH numerical robustness of result, but not
the max of PIC in absolute value [see Han et al. Fusion 2010]

DSmP(.) is useful for hard or soft decision-making support. It works both in
Dempster-Shafer Theory (DST) and Dezert-Smarandache Theory (DSmT).

PIC has been introduced by John Sudano [Fusion 2002]



Probabilistic Information Content (PIC)

Shannon entropy (1948): H(P) L _ Z P{0;}log,(P{0;})
i=1

H(P) is maximal for the uniform probability measure.  Hpax =— ) % logQ(%) = log,(n)
1=1

H (P) is minimal for a “deterministic probability measure”. Hpin =0

PIC = Dual of the normalized Shannon Entropy (Sudano 2002)

n

PIC(P) =1+ —— " P{6:}og,(P{6:})

Hpox 4
1—=1

PIC,,.x = 1 with any “deterministic probability measure”.

PIC\,in = 0 with the uniform probability measure.
Relationship between PIC(P) and H(P)

PIC(P)=1— (H(P)/Hmax)
H(P) = Hpax - (1 — PIC(P))



DSMP Formula

DSmP(.) proposes a new proportionalization (using both masses and cardinalities) for transferring the
mass of partial ighorances to elements involved into it.

C(X NY) = DSm Cardinal of X NY.
DSmP Formula: DSmP.(0) =0 (X NY) = DSm Cardinal o

Z m(Z)+e-C(XNY)
VX € GO\ {( DSmP.(X) = — m(Y)
\{ } / Yg;@ Z m(Z) +e-C(Y)
e > 0 is a tuning parameter < c(ZZQ)z1

C(Y) = DSm cardinal of Y.

Advantages of DSmP: It works directly with any model (free, Shafer’s, hybrid)

e — 0 allows to reach the maximum PIC value of the approximation of m(.) into a proba.

DSmP is actually a generalization of BetP/CPT and of GPT.

Remark: When € = 1 and when the masses of all elements Z having C(Z) = 1 are zero,

DSmP._i(.) = BetP(.)

All transformations are mathematically idempotent when m(.) is already probabilistic, but Cuzzolin’s one.



Simple example for DSmP

© = {A,B} with Shafer’s model

‘ (») o6
G® =2°={0,A, B, AU B} m(.) | 03 | 0.1 0.6
~ m(A)+e-C(A) 0 m(A) +e-C(A)
DSmP(d) = O eca ™M nmrecm "Bt n@ T mB) re.caavp mAYD)
B 0 m(B) +¢-C(B) m(B)+e€-C(B)
bsmb(B) = Ton e "W nEmTeem " T m@ s mB e caavp "AYE)
_m(A)Jre-C(A).m m(B)—Fe-C(B).m m(A)+m(B)+e-C(AUB).m
bSmP(AVUB) = e "W nmreem "Bt ) s mB) tecavp) "AYVD)
Since we use Shafer’s model, C(A) =C(B) =1 and C(AU B) = 2,
the previous expressions reduce to
)+ A B PIC(.) | min
B m € . PrNPI() 05625 | 04375 || 00113
DSmPA(A) =m(d) + oy B v 2-e AV BetP(.) 0.6000 | 0.4000 || 0.0291
CuzzP(.) 0.6000 | 0.4000 || 0.0291
m(B) + ¢ PrPI(.) 0.6375 | 03625 || 00553
DSmP(B) = m(B) + — -m(AUB) PraPl(.) 0.6375 | 03625 || 0.0553
m(A)+m(B) +2-¢
St | o |
DSmMPe_0.001(.) | 0. . .
DSmP(AU B) =m(A) +m(B) + m(AU B) =1 Priel(y | 07500 | 02500 || 01887
SmP._o(.) 0.7500 | 0.2500 || 0.1887
max

Final results



Results for other 2D examples

Shafer’s model and vacuous mass : m(A U B) = 1

All transformations coincide and give P(A)=P(B)=1/2, but PrBel(.) which is not defined.

Shafer’s model with

®®

A B | AUB
() 04 [0 ] 06

A B PIC(.)
PrBel(.) 1 NaN NaN
PrNPI(.) 0.6250 | 0.3750 0.0455
BetP(.) 0.7000 | 0.3000 0.1187
CuzzP(.) 0.7000 | 0.3000 0.1187
PrPI(.) 0.7750 | 0.2250 0.2308
PraPI(.) 0.7750 | 0.2250 0.2308
PrHuyb(.) 0.8650 | 0.1350 04291
DSmPc—g.001(.) | 09985 | 0.0015 0.9838
DSmPe—o(.) 1 0 1

NaN means “Not a Number”

Free DSm model

(Al

ANB B AUB
m(.) 0.4 02 | 0.1 0.3

A B [ AnB || PIC()
PrNPI(.) 0.7895 | 0.7368 | 0.5263 0.0741
CuzzP(.) 0.8400 | 0.8000 | 0.6400 0.1801
BetP(.) 0.8500 | 0.8000 | 0.6500 0.1931
PraPl(.) 0.8736 | 0.8421 | 0.7157 0.2789
PrPI(.) 09083 | 0.8544 | 0.7627 0.3570
PrHyb(.) 0.9471 | 09165 | 0.8636 || 0.5544
DSmPe—p.001(.) | 0.9990 | 09988 | 0.9978 0.9842
PrBel(.) NaN NaN 1 1
DSmPe_o(.) 1 I 1 1

The refinement of the frame is needed for working with all transformations, but
for DSmP formula which can be applied directly.




Results for some 3D examples o = {4, B,C}

Using Shafer’s model

®»® ©

Mass input Mass input

A B C AUB AucC BUC | AuBuUucC A B C AUB AucC BucC AuBuUC

m() 0.35 0.25 0.02 0.20 0.07 0.05 0.06 m() 0.10 0 0.20 0.30 0.10 0 0.30
Probabilistic transformations
\’ v
B C PIC() A B C PIC()

PrNPl(.) 04722 0.3889 0.1389 0.0936 P'rBel(.) 0.5333 NaN 0.4667 NaN
CuzzP(.) 0.5029 | 0.3937 | 0.1034 || 0.1377 PrNPI(.) 0.4000 | 0.3000 | 0.3000 || 0.0088
BetP(.) 0.5050 | 0.3950 | 0.1000 0.1424 C’uzzP(.) 0.3880 0.2470 0.3650 0.0163
PraPl(.) 0.5294 | 0.3978 | 0.0728 || 0.1861 BetP(.) 0.4000 | 0.2500 | 0.3500 || 0.0164
PrPl() 0.5421 | 0.4005 | 0.0574 || 0.2149 PraPl(.) 0.3800 | 0.2100 | 0.4100 || 0.0342
PrHyb(.) 0.5575 0.4019 | 0.0406 0.2517 PrPl(.) 0.4486 0.2186 0.3328 0.0368
DSmP.—o 001 () 0.5665 0.4037 0.0298 0.2783 PrHyb(.) 0.4553 0.1698 0.3749 0.0650
PrBel(.) 0.5668 0.4038 0.0294 0.2793 DSmP:—0.001 () 0.5305 0.0039 0.4656 0.3500
DSmP.—g () 0.5668 0.4038 0.0294 0.2793




Results for some 3D examples © = {A4,B,C}

With a hybrid model With the Free model

A B A B
(o -
C
Mass input Mass input
ANB=D" | A=A uUD’ | C=C"
ANBNC ANB A
m(.) 0.2 0.1 0.2 ) ﬂoalﬂ Or.jz 03
AUB=A"UB'UD" | AuUC=A"uC’"uD’" | AuUBUC=A"uB’"UC’"UD’ AUB AuBuUC
m(.) 0.3 0.1 0.1 m(.) 0.1 03

l

l

A7 B’ C’ D’ PIC()
PrBel(.) NaN | NaN | 0.3000 | 0.7000 || NaN
PrNPI(.) 02728 | 0.1818 | 0.1818 | 0.3636 || 0.0318
CuzzP(.) 0.2000 | 0.1333 | 0.2667 | 0.4000 || 0.0553
BetP(.) 0.2084 | 0.1250 | 0.2583 | 0.4083 || 0.0607
PraPl(.) 0.1636 | 0.1091 | 03091 | 0.4182 || 0.0872
PrPI(.) 0.2035 | 0.0848 | 0.2404 | 04713 || 0.1124
PrHyb(.) 0.1339 | 00583 | 02656 | 0.5422 || 0.1928
DSmP.—p.001(.) | 00025 | 0.0017 | 02996 | 0.6962 || 0.5390

Transformations PIC(.)
PrBel(.) NaN

PrNPI(.) 0.0414
CuzzP(.) 0.0621
PraPI(.) 0.0693
BetP(.) 0.1176
PrpPi(.) 0.1940
PrHuyb(.) 0.2375
DS?nPe:O.OOl () 0.8986




Qualitative DSmP (gDSmP)

qDSmP Formula : Y qm(Z)+e-C(XNY)
ZCXNY
qDSmP.(X) = Z ‘)=t qgm(Y)
Yea® Z gm(Z) +€e-C(Y)
ZCY
c(Z)=1

Derivation of PIC with “qualitative” probability

Let © = {61,05,...,0} and a subjective “qualitative probability” qP(.)
1.e. QP() O — L = {LQ, Ll, P Ln, Ln_|_1}, then

H(qP) £ — Z qP{0;} log,(qP{0;})

PIC(qP) =1+ ZqP{Q }log, (qP{6:})

maX

where all operators involved in gDSmP and PIC formulas are referred to
labels (i.e. g-addition, g-multiplication, g-division, etc).



Simple example for qDSmP

© = {01,602} Shafer model L ={Lo,L1,L2 L3, Ly, L5}

Iﬂpllt. qm(@l) = Ll, qm(é’g) = Lg and qm(91 U 62) = L1

gm(60; U Oy) = Ly is redistributed to 6; and 65 proportionally with respect to
their qualitative masses L1 and L3 respectively.

Since both L, and L3 are different from L, we can take the tuning parameter
e = 0 for the best transfer. € is taken different from zero when a mass of a set
involved in a partial or total ignorance is zero (for gq-masses, it means Ly).

Therefore,

Lo,

Result

rg, L Ly

L,

and one gets

=Ly X Lios = L1~<15.25> = L12s = Lo.as

Ly Li+Ls N Ly T b2 QDSWPGZQ ((91 M (92) — QDSWPGZ()(@) — LO

qDSMP.—g(01) = L1 +x9, = L1 4+ Lo.25 = L1.95

29, = Ly X Lios = Lz = Lags = Los qDSmP—o(02) = L3 + x9, = L3 + Lo.75 = L3.75



Simple example for gDSmMP (cont’d)

Since Hya.x = log, n =log, 2 = 1, one obtains:

1
PIC =1+ < - [gDSmPe—o(01) logy(qDSmPe=o(01))

+ qDSmpezo((gg) lOgQ (qumPGZO(QQ))]
=1+ L1.25 logz(l}l,%) + L3.75 10g2 (L3-75) ~ LO'94

since we considered the isomorphic transformation L; = i/(m + 1) (in our par-
ticular example m = 4 interior labels).



Concluding remarks on DSmP

DSmP provides the maximum of PIC because it is based on proportional redistribution of partial and total
uncertainty masses to elements of cardinal one with respect to their corresponding masses and cardinalities.

DSmP works directly for any model (Shafer's, hybrid, or free DSm model) of the frame of the problem and the
result can be obtained at any level of precision by the tuning positive parameter ¢ > 0.

DSmP.—o coincides with Sudano's PrBel transformation for the cases when all masses of singletons involved
in ignorances are nonzero.

PrBel formula is restricted to work on Shafer's model only while DSm P, is always defined and for any
model.

BetP and Cuzzolin's transformations do not perform well in term of PIC criterion.

DSmP has been extended to the qualitative domain to approximate qualitative belief assighments provided by
human sources in natural language into «qualitative» probability.
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Multicriteria Decision Making Support using DSmT-AHP

AHP (Analytic Hierarchy Process) is a multi-criteria decision-making
method developed by T. Saaty in eighties based on the derivation of

priority from preferences.

1) Model the problem as a hierarchy and establish priorities among the elements of the hierarchy by
making a series of judgments based on pairwise comparisons matrices. Priority = normalized Perron-

Frobenius (PF) vector of the matrix

2) Check the consistency of the judgments and eventually revise the comparison matrices by reasking the

experts

3) Synthesize these judgments to yield a set of overall priorities for the hierarchy (weighted arithmetic/

geometric mean).

4) Come to a final decision based on the results (from global priority vector)

Example (Four cars and 3 criteria): {Cars} = 0= {A,B,C, D}
{Criteria} = {C7 = Fuel economy, Co = Reliability, C's = Style}

Preferences matrix

M 1/1  1/3 4/1
— |3/1 1/1 5/1 :> _
[1/4 1/5 1/1] W =
C C G
0.2500 0.4733
0.1304 0.0611
[W(Cl) W(C2) W(CB)] — !0.5109 0.1832
0.1087 0.2824

e.g. weight of car ‘D’
according to criteria C1

Ranking criteria:

(0.2797 |
0.6267

0.0936

0.0565

0.1129
0.4435
0.3871

\

0.2500 0.4733 0.1129

0.1304 0.0611 0.4435 X 8'2;2;
0.5109 0.1832 0.0565 '
0.1087 0.2824 0.3871

Weighted Arithmetic Mean

0.0936

AHP result

l

0.3771
__ |o0.1163
— |0.2630
0.2436



DSmT-AHP is an extension of AHP using belief functions and the Proportional
Conflict Redistribution rule no. 5 proposed in Dezert-Smarandache Theory

(DSMT) of information fusion.

Main steps of DSmT-AHP:

1) Construction of uncertain comparison matrices and take bba =

normalized PF vector of each matrix
2) Use PCRS5 rule (or PCR6), to combine bba's to get a final priority ranking.

3) Decision-making (max. of credibility, max. of plausibility, max. of
different proba transformations (BetP(.), DSmP(.), etc...)

How to consider different importances of sources in the fusion ?
Use importance discounting technique on each source combined with

non normalized extension of PCR5 or PCR6
Importance discounting with 8 € [0, 1]: {Z; E@) ): 65 T:E((b) j_, . frﬁ) 0

mpcrs,(X) = Y mi(X1)ma(Xa)+ Z [;TE%)+T:§§3)+£?%)+T$£2)]

X1,X0€2° Xoe2°
X1NX:=X XoNnX=0

and then normalize the resulting bba.



A simple example for DSmT-AHP (3 cars, 2 criteria)

{Cars} =0 = {A,B,C}

M — [1/1 1/3} _ !1.0000 0.3333

{Criteria} = {C;

] L owe [0.2500 — 51]

= Fuel economy, Cy, = Reliability}

3/1 1/1| ~ {3.0000 1.0000 0.7500 — B>
0.0889]
y | ‘;1 B L(j ¢ 1(?3 — W(Cl) ~ |0.5337 Belief-based AHP solution
M(Cl) - BuUC | 0 1 2 0.3774
C) 3 1/2 1 ' i Elem. of 2° | mg,.c1(.) | mga,.c2(.)
0 0.7500 0.2500
T . A 0.0222 0.3751
B A B AUuC BUC T 8?232 ABB 0 0
7 T 5 T 3 0. U 0 0.0906
M2 =| B |12 1 1 s | = WIODR 5000 ‘ X y
AvC /42 0 0.2568 Pue | aen | oaep
| BUC|1/3 5 0 IR L g AUBUC | 00944 0

Elem. of 2e

)
A
B
U
c
U

Q W

A
A

W)
C
Q

PCRS without importance discounting

Elem. of ©

Pl(.) — Bel(.) with AHP

Importance discounting

Elem. of 26 normalized(_)

mPCst (.) 'mpcnsm

0.6558 0

0.1794 0.5213
0.0121 0.0351
0.0159 0.0461
0.0122 0.0355
0.0161 0.0469
0.1020 0.2963
0.0065 0.0188

@
A
B
J B
C
ucC
uc
B U

A
A
B
U C

N

PCR5 with importance discounting

PI(X.) — Bel(.) with DSmT-AHP

Qe

0.2767
0.5110
0.5121

0.1118
0.3612
0.3619
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Browsing some applications

.y [References available in DSmT Books 1,2 & 3]

Land cover change prediction for pollution prevention
[Corgne et al. 2004]

SPOT + IRS-LISS lll images + GIS + agricultural experts

Power and resource aware distributed smart fusion [Kadambe 2004]

Optimization of disparate DSN architecture to minimize power consumption and optimize
multitarget detection and classification (typical application of dynamic fusion).

Estimation of target behavior tendencies [Tchamova et. al 2003]
Sonar amplitude measurements + fuzzification interface + DSmT

SSSSS

Generalized data association for MTT in clutter [Tchamova et. al 2004-2006]

Multitarget tracking with kinematics and attribute measurements



Browsing some applications

Neutrosophic frameworks for situation analysis [Jousselme/Maupin 2004]

SN Evaluation of neutrosophic logic and DSmT to cope with the ontological and epistemic
=5 problems of situation analysis and awareness

Default reasoning: Solution to the Tweety Penguin Triangle Problem
[Dezert/Smarandache 2004]

Analysis and comparison of Bayesian, Shaferian reasonings w.r.t. DSmT
within weighted contradicting rules-based systems.

belief b, - b,

Fusion with continuous bba’s in DSmT [Dambreville 2005-2006]

Bel(d;)

Robot Map building from Sonar Sensors and DSmT

(SLAM application)
[Li, Dezert et al. 2006]

5 2 o
X in meters



Browsing some applications

Target Type Tracking [Dezert, Tchamova et al. 2006] j;f |

Image segmentation and target classification based on
real radar data and PCR rules [Martin, Osswald 2006]

]

m

Performance improvement of Multitarget Tracking using DSmT [Y-oj
[Tchamova et al. 2005-2006] 13

2

Development of a DSmT Matlab toolbox [Djiknavorian & Grenier 2006]
+ PCR algorithms [Martin & Osswald 2006, 2008]

25

2 A5 -

05
Xm]




Browsing some applications

220 F

— 200 |

180

MS Particle filtering with PCR5 for target
tracking [Kirchner & al. 2007]

160 |
140 F

120 F

100 | True trajectory ——

Bayes ——
Whitened p-PLRE ——
=l o p-PCRE ——

-40 -20 [ 20 40 B0 20 100

Robot Map building and self Localization on
real sonar data based on PCR5 [Li & al. 2007]

Biometric Data

(Unimodal / Multimodal)

Evidence 1 Evidence 2 Evidence 1
Image Image Image
Quality 1 Quality 2 Quality n
Feature 1 Feature 2 ves Feature n
Match Match Match
Score 1 Score 2 Score n
Verification Verification Verification
Accuracy Accuracy Accuracy
Prior 1 Prior 2 Priorn’
Generalized Generalized Generalized
Basic Belief Basic Belief Basic Belief

i i Assignment
(GBBA 1) (GBBA2) (GBBA n)

v \ v

Evidence Theoretic Fusion using DSM ’

N Gallery Images Probe Images
Example of conflicting data — Face recognition algorithm accepts and fingerprint

recognition algorithm rejects




Browsing some applications

Decision Level Multiple Cameras Fusion Using Dezert-
Smarandache Theory, [Garcia, Altamirano 2009]

A —
_j-_/
‘H .Fk ' ' closer
o o Attribute information evaluation in C&C systems,
) [Krenc & Kawalec 2009] N\ .
u ‘AF 'i - E - ‘ ‘ I‘

Performance evaluation of tracking algorithms including attribute
data [Dezert,Tchamova,Bojilov 2009]



Browsing some applications

I B 19
Ground Track [1.X.3 Target :4 ) ‘
- = = R —— o Typ heel
Improvement of multiple ground targets tracking with
- - agn - - . i 1.X.3.1. ground vihjcule §1_x.3.z.2 g ’
L] = Armour ' 1.X.3.1.1.2]  Aviation | 1.X.3.1.1.4 Civilian - 1.X.3.2.2.5 E ~2000/
fusion of identification attributes [Pannetier et al. 2008-2009] ( ) ixornd )
ij Tracked 1.X.3.1.1.2.1 L» Rotary wing 1.X.3.1.1.4.2 Bus 1.X.3.2.25.1 0] Target:10 ;
Wheeled 1.X.3.1.1.2.2 Truck 1.X.3.2.2.5.2 TIpe llan 2 \“ \1
Car 1X3.2.253 -6000 E;,%efc:.iman busj‘\:ﬁ 7 7‘%? ELZC.‘;?““M car
oo i s Easﬁu(in m) . - b

Automatic Classification

‘ classifier 1 | classifier 2 ’classilier k-1 |

classifier k

user
contraints

Utilizing classifier conflict for sensor management and
user interaction [Van Norden, Jonker 2009]

DSmT - PCR6

Automatic goal allocation for a planetary rover with DSmT .-
[Vasile,Ceriotti 2009]

Moutain rivers

(Debris flows)

- +200 000 m*
N Y WY

Pelvoux - 2006
(S.Escande — Cemagref)

E Information fusion for natural hazards in mountains
[Tacnet,Batton,Dezert 2009]

L o

et ¥ e

Torrent d'Armancette ~ Haute voie — 2005
(J.M. Tacnet - Cemagref)




Browsing some applications

Satellite image fusion using DSmMT
[Bouakache,Belhadj-Aissa,Mercier 2009]

Multimodal information retrieval based on DSmT. Application to
computer-aided medical diagnosis [Quellec et al. 2008-2009]

Fusion of ESM allegiance reports using DSmT
[Djiknavorian,Valin, Grenier 2009]

Map regenerating forest stands based on DST and DSmT combination rules
[Mora,Fournier,Foucher 2009]

Processing of information in C2 systems [Krenc 2010]
Maritime surveillance and threat assessment [Van Norden 2010]

Risk prevention against natural hazards in mountains [Tacnet 2009]
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Conclusions

DSmT proposes new mathematical foundations for information fusion expressed
in terms of quantitative or qualitative beliefs with the following specificities:

@ DSmT works beyond the limits of the applicability of the DST

Q@ DSmT takes into account the intrinsic nature/granularity of information

@ DSmT works for any models and for static and dynamic fusion

Q@ DSmT allows to combine uncertain, conflicting and imprecise quantitative beliefs
@ DSmT allows to combine uncertain and conflicting qualitative beliefs

Q@ DSmMT proposes new belief conditioning rules

@ The reliability and importance of sources, when known, can be easily taken into
account

@ DSmT is a natural extension of previous works done by Yager, Dubois & Prade,
Smets and others to circumvent limitations of Dempster’s rule through new rules of
combination.

DSmT can be applied in most fusion applications where DST “works on the razor
edge”, but it can also cover a wider class of applications because of its new appealing
specificities. It can also be used for Multicriteria decision making support.
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