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	Dear Dr. F.S. Spineanu,

Could you please forward this message to the people in your group –or any other colleagues working with Fusion Energy or HEP– potentially interested in this opportunity? Time is of the essence. We are required to select all technology collaborators and secure letters of interest for this program by Thursday, September 30, 2010 at 1pm EDT.
 
Thanks so much, 

-Anna Hernandez, Accelogic
 
 
 
 
--
Accelogic is establishing a set-aside of funds from the U.S. Department of Energy, NASA, and Department of Defense, to work jointly with industry and Government research groups on the acceleration of Fusion Energy and High-Energy Physics applications that depend heavily on the fast solution of sparse and dense matrix problems. If you or your organization can benefit from the extreme-speed acceleration of large-scale linear algebra and matrix computations, I kindly urge you to contact me (my contact info is below) to explore how your application can benefit from this research program. There is no cost to join this program. Deadline for Letters of Intent is this Thursday, September 30, at 1pm EDT.
 
Accelogic is the leading force behind LAPACKrc, a multimillion dollar R&D program on high-performance heterogeneous CPU/GPU/FPGA linear algebra computing, sponsored jointly by the U.S. Department of Energy, NASA, and the U.S. Air Force. The suffix “rc” stands for “reconfigurable CPU/GPU/FPGA”. LAPACKrc has already demonstrated speedups larger than 1,000x per commodity processor for a wide class of linear algebra solvers, and it is currently undergoing integration with partner applications. Among the group of partners of LAPACKrc, are computational science leaders such as Boeing, ANSYS, and most of the DOE National Laboratories, including Sandia, LBNL, PNNL, and ORNL. LAPACKrc subsumes both LAPACK and ScaLAPACK functionalities for linear algebra, and also incorporates sophisticated sparse matrix solvers (both direct and iterative) that are at least three orders of magnitude faster than traditional solvers.

LAPACKrc is currently the fastest (per processor) large-scale linear algebra solver in the world. A roadmap is currently in place to further enhance its speedup and reach energy efficiencies of over 100 GFLOPs/Watt – a primary requirement for the success of exa-scale computing. The program is also undergoing the initial phase of an aggressive technology migration aimed at accelerating the fundamental computational bottlenecks in Fusion Energy and High-Energy Physics research. 
 
The LAPACKrc technology is compatible with both CPU-based supercomputing hardware as well as traditional PC computers, and can be used to accelerate current legacy codes for supercomputers --via plug-in enhancements with hybrid accelerators such as the Cray XR1 blade and Convey HC-1-- and for PCs and PC clusters --via PCI-based GPU and FPGA accelerators.

Accelogic is at the vanguard of scientific software acceleration, and already counts with a strong patent portfolio and “alpha” customer base. Our collaborators and Advisory Board team include:
· Jack Dongarra, supercomputing expert and co-author of LAPACK;
· Antony Jameson, world authority on CFD and creator of the FLO aerodynamic design codes;
· Jim Demmel, creator of SuperLU and co-author of LAPACK; and
· Tim Davis, author of UMFPACK and the sparse direct solvers behind Matlab.
Our team also counts with several of the pioneers of the fields of heterogeneous computing and hybrid CPU/GPU/FPGA-based algorithm design.

Accelogic is now seeking Strategic Project Partners in industry, academia, and Government research groups that can benefit from the acceleration enabled by the LAPACKrc sparse and dense solvers. The scope of the collaboration between Accelogic and the partner projects is open, but must emphasize impact on the partner’s applications, products, or research program, with particular emphasis on pushing on the development of Fusion Energy and/or HEP science.
 
Examples of collaborative efforts that may be funded include:
· Acceleration of particular computational codes in key Fusion Energy and HEP areas, such as:
· Fusion Energy: magnetohydrodynamics, gyrokinetic turbulence, edge physics, transport solvers, and IFE, among others.
· HEP: beam-plasma physics, wakefield computations, subcritical reactors, materials science, nuclear-medicine, SRF technology, and IFE, among others.
· Enabling faster and/or higher-fidelity simulation or modeling in any of the key areas above.
· Multidisciplinary research (including development of new codes) that address key scientific or industrial challenges in new ways enabled by the dramatic acceleration of linear algebra components.
· Acceleration and/or porting of key non-linear-algebra algorithms in Fusion Energy or HEP, that exploit the vast know-how rendered by the LAPACKrc program in hybrid CPU/GPU/FPGA acceleration for floating point computations. 
· Investigation of integration issues between the hybrid CPU/GPU/FPGA-accelerated solvers and existing (or new) Fusion and HEP codes.
· Particular efforts to address Amdahl’s Law limitations in a system with dramatically accelerated linear algebra components, with the overall purpose of maximizing speedup of the end-to-end application.
· Research of new algorithms that can exploit the LAPACKrc solver technology and that result in revolutionary speedups.
· Research that addresses scaling and integration issues with specific infrastructure (including cloud, grid, and supercomputing hardware) commonly used within the Fusion Energy and HEP communities.
 
Additional funded activities may include the production of joint publications as well as coaching and training on hybrid CPU/GPU/FPGA algorithm design for the partner team. Other types of collaboration will be considered, and we encourage interested groups and individual scientists to contact us to discuss possible arrangements.

At least 3 projects will be selected for close collaboration. Collaborators will have the opportunity to drive and steer the cutting edge of the emerging field of heterogeneous CPU/GPU/FPGA supercomputing, and be among the first ones to attain revolutionary performance in floating-point-intensive applications. 
 
I hope you can appreciate the revolutionary nature of this new technology. If you are interested, or have questions about this program, please contact me at your earliest convenience. You can reach me by phone at (954) 888-4711, or by email at anna.hernandez@accelogic.com. I’d be glad to hear from you.
                                                             
Time is of the essence. We are required to select all technology collaborators and secure letters of interest by Thursday, September 30, 2010 at 1pm EDT.
 
Additional info about Accelogic:
-          Board of Advisors
-          Accelogic’s Chief Scientist
-          Model Letter of Intent   (Required by September 30 at 1pm EDT for consideration of potential collaborators)
 
Thank you for your time.  My best wishes,
 
            Anna
 
Anna B. Hernandez
Director
Accelogic LLC
1830 Main Street
Suite 204
Weston, FL 33326, USA
+1.954.888.4711 (office)
+1.954.208.0018 (fax)
anna.hernandez@accelogic.com
http://www.accelogic.com
 
 



	

	

	


